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한국정보통신학회 회원 여러분 안녕하십니까?

이번 여성ICT 학술발표대회는 아직까지 안심할 수 없는 코로나 사태로 인해 온라

인으로 모든 과정을 진행하게 되었습니다. 갑작스러운 학술발표 형식의 변화에도 불

구하고 많은 관심을 가지고 논문을 투고해 주신 회원 분들께 감사드리며, 특히 키노

트 강연을 위해 바쁜 일정에도 불구하고 시간을 내 주신 연세대학교 강연아 교수님

께도 감사의 말씀을 드립니다.

현재 우리가 살고 있는 세상은 변화를 예측하기 어려울 정도로 급격하게 발전하고 

있으며 그러한 급격한 변화에 대처하기 위한 책임 있는 학문적, 산업적, 사회적 역할

에 대한 요구가 커지고 있는 현실입니다. 우리 학회는 이러한 요구에 부응하기 위해 

4차 산업혁명 시대를 맞이하여 IoT, 5G, AI, Big Data, 클라우드 등의 학문적 발전을 

도모하고 관련 기술에 종사하는 학계 및 산업체와의 유대관계를 공고히 하여 우리나

라 정보통신 산업을 선진국 수준으로 발전시키는 데에 이바지하고 있습니다.

특히 우리 학회는 4차 산업혁명 시대에는 여성 연구자분들의 역할이 더 확대될 것

으로 판단하여, 5년 전부터 여성ICT위원회를 신설하여 운영하고 있으며, 올해는 ‘인공

지능 기술 활용’이라는 주제로 제4회 여성ICT 학술발표대회를 개최하게 되었습니다.

여성ICT 학술발표대회는 이공계 여성과학자 뿐만 아니라 인문사회, 상경계열의 여

성 연구자 분들의 연구 결과를 공유하여 융합 학문의 발전을 도모하는 자리로, 이번 

학술대회를 통해 그 동안 여성 연구자분들이 노력하여 얻은 연구 결과를 공유하고 

학문적인 토론을 통해 우리나라 ICT 산업 발전에 기여하는 학문의 장이 되길 기대합

니다.

끝으로 본 학술발표대회를 준비해 주신 여성ICT 위원장이신 박수현 교수님을 비롯

한 관계자분들의 노고에 깊은 감사를 드리며, 참석해 주신 모든 분들의 가정에 행복

이 가득하시길 기원합니다.  감사합니다.

2020년 8월

사단법인 한국정보통신학회

회장  우영운

초대의 말씀
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학술위원장 박수현(동서대학교) 

준비위원 최은영(서울디지털대학교), 최숙영(우석대학교), 신문선(건국대학교), 홍지연(한터초
등학교), 윤선정(동서대학교), 김성희(동의대학교), 황소영(부산가톨릭대학교), 황지
온(협성대학교)

행사내용 및 장소

13:00-
14:00

초청특강 : 강연아 교수님(연세대학교)
         주제 : User Experience for AI: 인공지능이 인간의 소통을 돕는 방법

Session 1 Session 2 Session 3

황소영
(부산가톨릭대학교)

우성희
(한국교통대학교)

박수현
(동서대학교)

14:20-
14:30

1-01 2-01 3-01

14:30-
14:40

1-02 2-02 3-02

14:40-
14:50

1-03 2-03 3-03

14:50-
15:00

1-04 2-04 3-04

15:00-
15:10

1-05 2-05 3-05

15:10-
15:30

Coffee Break

Session 4 Session 5 Session 6

유동희
(부산가톨릭대학교)

이영실
(동서대학교)

김성희
(동의대학교)

15:30-
15:40

4-01 5-01 6-01

15:40-
15:50

4-02 5-02 6-02

15:50-
16:00

4-03 5-03 6-03

16:00-
16:10

4-04 5-04 6-04

16:10-
16:20

4-05 5-05 6-05

16:20-
16:30

- 5-06 6-06

행사 프로그램

2020 춘계종합학술대회 운영조직
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참가 및 등록안내

• 등록비 안내

회원 구분 사전등록 당일등록

일반참가자(비회원) 70,000원 80,000원

준회원 40,000원 50,000원

학생회원(학생논문발표자) 30,000원 30,000원

종신회원 및 정회원 50,000원 60,000원

※ 저자 중 발표자는 사전등록을 원칙으로 함

※ 사전등록은 2020년 8월 21일(금)까지 접수 분만 인정합니다.

※ 학생이지만 우리학회의 회원이 아니면 일반참가자로 인정합니다.

※ 논문발표자는 반드시 등록회원으로 등록비를 납입 하여야 함.

※ 사전등록은 입금 후 학회 사무국에 전화/메일로 입금확인을 하시기 바랍니다.

• 등록비 방법

1. 사전등록비 입금 시에는 필히 저자이름 뒤에 사전등록이라고 써 주시고,

가능하시다면 소속도 기재해 주십시오. (예: OOO등록-OO대)

2. 학회 사무국으로 전화 연락하셔서 등록확인 하십시오.

• 계좌안내 : 우체국 600668-01-003365  예금주: 한국정보통신학회

• 연락처와 홈페이지안내

 학회사무국

∙ 전화 : 051-463-3683 ∙ FAX : 051-464-3683

∙ 메일 : kiice@kiice.org ∙ 홈페이지 : www.kiice.org

 동서대학교(준비위원장 - 박수현교수)

∙ 전화 : 010-9395-8326 ∙ 메일 : subak@dongseo.ac.kr
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세션별 논문발표 시간표

Session 1

(14:20~15:10) 좌장 | 황소영(부산가톨릭대학교) 발표장 | 줌 발표장1

1-01 5G 환경에서 대용량 다중 센서데이터 기반의 지능분석 속도 향상을 위한 컨텍스트 피드백 
기술 개발
권혜민 ･ 김민준 ･ 이창교 ･ 최종한 ･ 강민구 ･ 서정욱 

(남서울대학교, 구미전자정보기술원, 한신대학교)

1-02 신선한 병렬 차동 진화
고톱수렌 이칭허를러 ･ 탄쉬지에 ･ 신성윤 (군산대학교)

1-03 장애 학생들을 위한 인공 지능(AI) 교육 프로그램에서 고려할 사항 및 교육 프로그램 예시
유정수 (전주교육대학교)

1-04 스마트 제조에서 3D 프린팅을 위한 기계학습 알고리즘들의 고장 검출 성능
리타 리자얀티 ･ 진교홍 ･ 황민태 (창원대학교)

1-05 자연어처리를 기반으로 한 코로나 정보 제공 챗봇 시스템
송호연 ･ 이윤수 (한성대학교, 서울여자대학교)

Session 2

(14:20~15:10) 좌장 | 우성희(한국교통대학교) 발표장 | 줌 발표장2

2-01 학생정보 통합관리 시스템 모델 설계
윤선정 (동서대학교)

2-02 게임 품질보증을 위한 PIT(product innovation test) 설계
윤선정 (동서대학교)

2-03 정확도 향상을 위한 AI 기반의 영상 추천 시스템 설계
김지우 ･ 우영운 (동의대학교)

2-04 사용자와 아이템 정보를 활용한 유사도 기반의 영상 추천 시스템 구현
배수진 ･ 김경록 ･ 차인욱 ･ 우윤식 ･ 기기환 ･ 이지훈 ･ 이현섭 ･ 김진덕 (동의대학교)

2-05 딥러닝 이용 패션 의류 영상 분류
고톱수렌 이칭허를러 ･ 왕광싱 ･ 신성윤 (군산대학교)
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Session 3

(14:20~15:10) 좌장 | 박수현(동서대학교) 발표장 | 줌 발표장3

3-01 LSTM 기반 딥러닝 기술을 활용한 수온 변화 예측
정수은 ･ 박수현 (동서대학교)

3-02  지도기반 노숙인 정보 관리 시스템
김재훈 ･ 박수환 ･ 배수민 ･ 정수은 ･ 박수현 (동서대학교)

3-03 라즈베리파이와 아두이노 및 OpenCV를 활용한 공유형 자율주행차 모델 설계
김여경 ･ 정윤서 ･ 황소영 (부산가톨릭대학교)

3-04 승강기 내의 인적 범죄 장면 추출
신성윤 ･ 신광성 (군산대학교, 원광대학교)

3-05 표정 인식 기술과 STT 기술을 활용한 모의면접 애플리케이션
진보라 ･ 문예진 ･ 유동희 (부산가톨릭대학교)

Session 4

(15:30~16:20) 좌장 | 유동희(부산가톨릭대학교) 발표장 | 줌 발표장1

4-01 자긍심있는 IT 직업훈련교사의 직업정체성
이성옥 ･ 정한길 ･ 송현옥 ･ 정회경 ((주)글로벌인재개발, 비지니스전략연구소, 다솜정보, 배재대학교)

4-02 프로그래밍 직업훈련교사의 직업정체성 형성 과정에 대한 연구
이성옥 ･ 정회경 ((주)글로벌인재개발, 배재대학교)

4-03 Multi-sensing 기반 산업용 지게차 전복 방지 시스템
김영희 ･ 이경민 ･ 이성렬 (알씨앤, 목포해양대학교)

4-04 소방대원 위치추적 기능성 소방장화 설계
박현주 ･ 라종필 ･ 오영준 (인포웍스)

4-05 승강기에서의 절도
신성윤 ･ 신광성 (군산대학교, 원광대학교)
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Session 5

(15:30~16:30) 좌장 | 이영실(동서대학교) 발표장 | 줌 발표장2

5-01 산업체의 인프라 운영 및 진단에 관한 연구
고톱수렌 이칭허를러 ･ 신광성 ･ 신성윤 (군산대학교, 원광대학교)

5-02 새로운 장면 전환 검출 기법
신성윤 ･ 고톱수렌 이칭허를러 ･ 신광성 (군산대학교, 원광대학교)

5-03 통합 여행 플랫폼 구현에 관한 연구
Makhkamboy Abduvaliev ･ 이영실 (동서대학교)

5-04 Django Python Framework로 교육용 웹 사이트 업그레이드
Azizbek Urinov ･ Elena Tsomko (동서대학교)

5-05 특징 강화 가중치 기반의 딥러닝 다중 노출 융합 기법
조유빈 ･ 류제호 ･ 김종옥 (고려대학교)

5-06 딥 뉴럴네트워크 기반 프라버시 보호를 얼굴 인식 및 추적 기술
박태미, PhongPhu Ninh, 김형원 (충북대학교)

Session 6

(15:30~16:30) 좌장 | 김성희(동의대학교) 발표장 | 줌 발표장3

6-01 스마트폰 사용자 기반 치매 진단 및 예방 서비스
허수진 ･ 김성희 (동의대학교)

6-02 터널 전계 효과 트랜지스터로 구성된 모놀리틱 3차원 인버터의 적층된 소자들간의 
전기적 상호작용 조사
강영선 ･ 안태준 ･ 유윤섭 (한경대학교)

6-03 클라우드 의료장비 구현
황승미 ･ 김남호 (한국폴리텍대학)

6-04 국내외 사이버 훈련 동향
이대성 (부산가톨릭대학교)

6-05 색채와 성격
신성윤 ･ 고톱수렌 이칭허를러 ･ 신광성 (군산대학교, 원광대학교)

6-06 주행 차량 조사법을 활용한 교통량
신성윤 ･ 고톱수렌 이칭허를러 ･ 신광성 (군산대학교, 원광대학교)
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1 ･ 1 ･ 2 ･ 3 ･ 3 ･ 3*

1  · 2 · 3

Development of Context Feedback Technology to Improve Fast Intelligent 
Analysis based on Large-Capacity Multi-Sensor Data in 5G Environment
Hye-min Kwon1 ･ Min-jun Kim1 ･ Chang-Kyo Lee2 ･ Jong-han Choi3 ･ Min-goo Kang3 ･ Jeongwook Seo3*

1Namseoul University ･ 2Gumi Electronics & Information Technology Research Institute ･ 3Hanshin University

E-mail : jwseo@hs.ac.kr

5G , , , IoT 
IoT HW SW .

5G 10 , 5G IoT 
. IoT 
AI HW , SW 

5G , .

ABSTRACT

It is necessary to develop context feedback-based on-device IoT fast intelligent HW and SW engine 
technology to solve problems such as communication capacity, transmission delay, and cloud load in 5G 
infrastructure environment and to provide ultra-high-speed, high-precision IoT service. In addition, it is necessary 
to activate 5G ultra-high-speed infrastructure and expand the competitiveness of the IoT industry by applying it 
to drones and robots in the 10 core industries of the 5G strategy. To this end, we developed AI-based HW 
technology for high-speed on-device processing of large-capacity stream sensors collected in real time from IoT 
devices, intelligent analysis support SW engine core technology for improving sensing precision based on 
context feedback, and developed drones and robots in 5G infrastructure environments. We want to perform 
verification based on real service environment.

5G IoT, on-device IoT, Fast Intelligence Analysis HW, Fast Intelligence Analysis SW Engine, Context Feedback
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Ⅰ. Introduction

In a natural ecological environment, competition 
and coexistence between populations is a hot spot 
for ecology. Many researchers have proposed different 
models of ecological dynamics to explain the rela-
tionship between population competition and coope-
ration, namely logistics [1], Lotka-Volterra [2], and 
Mond [3].

Ⅱ. Differential Evolution

DE is a heuristic optimization algorithm for global 
search. The DE algorithm mainly includes four 
steps: initialization, mutation, crossover and selection. 
The pseudo code is shown in Algorithm 1.

Algorithm 1: DE algorithm
Input: NP, D, CR, F, and f (.)
Output: best is the best solution to the population
1. Randomly initialize NP D-dimensional population X
2. Evaluate the fitness of each individual.
3. while the criterion is not satisfied do
4.   best select the smallest fitness from the population.
5.   Randomly select three different indices i1, i2, i3

/* Mutation */
6.   Generate a mutate vector V by mutation for target 

individuals.
     /* Crossover */
7.   Generate a trial vector U by crossover operator.
     /* Select */
     Choose the best individual from X and U based on 

fitness.
8. end while
9. Return best.

In algorithm 1, three steps (mutation, crossover 
and selection) are included in the loop structure. 
The three strategies run until the standards are met. 
Finally, the best individuals in the population 
return.

* Speaker 

*
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Fresh Parallel Differential Evolution
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E-mail : ichkog108@gmail.com / wanggx@kunsan.ac.kr / s3397220@kunsan.ac.kr

PDE-EM DE .
, Monod 

. island .

ABSTRACT

In this paper, a new parallel DE based on the ecological model algorithm called PDE-EM is proposed. Here, 
the Irish model was introduced to implement parallelization of different evolutionary strategies, and the Monod 
model is used to balance resources. Each island has evolved into a different strategy with the same resources.

DE, PDE-EM, Ecological Model Algorithm, Parallelization
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Ⅲ. PDE-EM

Following the above considerations, we provide 
island-based parallel DE (i.e., PDE-EM). The 
population maximizes the overall benefits through 
competition and cooperation for inter-island 
resources. To do this, different resources were 
planted on each island in the DE, and after a 
certain number of evolutions, the overall 
performance of each island was evaluated, and then 
the resources of the next generation were arranged 
according to the ecological model. The PDE-EM 
pseudo code is shown in Algorithm 2 and combines 
the island model with the mono model to improve 
DE performance. In PDE-EM, each island is 
deployed with a different evolutionary strategy. A 
few generations later, each island's evolution was 
evaluated, and resources were redistributed to each 
island according to the next generation's Monod 
model.

Algorithm 2: The PDE-EM algorithm
Input: NP, D, CR, F, and f (.), m: number of islands,
Output: best is the best solution of the population
1. Randomly initialize m subpopulation pop
2. Evaluate the objects in each island.
3. FEs=NP.
4. Randomly assigned evolution strategy to each island.
5. while FEs < MaxFEs do
6.    Parallel execute evolution strategy on each island.
7.    Calculate rate of change in the optimal fitness of 
each island.
8.    Calculate the growth rate (gr) of each island 
according to equation (8).
9.    Calculate the function evaluations rate (fer) of 
each island according to equation (9).
10.   Assign individual number NPi=NPi+gr for each 
island.
11.   Assign the function evaluations FEsi=FEsi+fer for 

each island.
12. end while
13. Return the minimum solution of function.

Ⅳ. Experiments

This subsection describes the convergence process 
of jDE, CUDE, EPSSDE and PDE-EM for six 
benchmark functions: F1, F3, F6, F9, F14 and F24. 
In the graph, the convergence curve runs on average 
25 times. The competition results of PDE-EM are 
shown in Figure 1.

Fig. 1. Convergence processes.

Ⅴ.

This paper presents a new parallel differential 
evolution to solve complex complex optimization 
problems. The algorithm presented uses an 
island-based scheme, which divides the population 
into multiple islands by parallelizing operators in 
RDD of Spark. Each island adopts a different 
exploitation algorithm. During the population 
evolution process, the Monod model allocates 
resources to islands as they evolve.
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ABSTRACT

Artificial Intelligence(AI) today increasingly pervade our living life. Everyone in the world needs to be educated to 
communicate with AI and use it to create new things. In particular, AI technology has been able to complement the 
physical and cognitive problems of those with disabilities. AI technology could help people with disabilities live better. 
Therefore, we will be able to work with AI in the future only when we understand what AI is, how it works, and 
how it affects their lives. AI works fairly for all is an important challenge. In this paper, we will take a look at what 
to consider when developing an AI education program so that AI technology can benefit people with disabilities fairly. 
AI education programs were developed based on the considerations derived.
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1. Introduction

Machine Learning (ML) uses increased computing 
power and various software to gain meaningful infor-
mation and knowledge from the big data collected from 
the environment and learn from the data by getting 
artificial or computational intelligence. Big data changes 

the way decisions are made inside the manufacturing 
environments based on different scientific areas such as 
computer science, mathematics, and advanced statistics 
[1]. The field that combines all of these sciences is 
machine learning that is becoming the most important 
method used for predicting and classifying the difficulty 
in solving problems inside the production systems [2]. 
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ABSTRACT

In this paper, we investigate and analyze applicable machine learning algorithms for 3D printing, a key 
technology of smart manufacturing and select a superior algorithm for failure detection using comparative 
analysis. This study focuses on the case of the 3D printing process for Fused Deposition Modeling (FDM). It 
considers the hierarchical structure, neural network, and K-means algorithm as the machine learning algorithm to 
be compared. As a result of comparing the machine learning algorithms by applying performance comparison 
parameters such as printability, reduction in threshold complexity, acceleration before assembly, and defect 
detection, the K-means algorithm shows 88% accuracy, the failure detection performance is higher than other 
algorithms. This result is expected to be used as a reference for applying machine learning algorithms to various 
smart manufacturing applications.

Machine Learning Algorithm, 3D Printing, Fused Deposition Modeling (FDM), Smart Manufacturing
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For some specific tasks, machine learning can achieve a 
higher level of requirements than humans, where the big 
data from which the information is obtained [3]. 
However, too much information can cause delays in 
action or lead to wrong conclusions, and vice versa, lack 
of information may lead to mishandling of the problem. 
Problems in machine learning must use various 
techniques and algorithms to maximumly use of data 
management. Nowadays, smart manufacturing aims to 
integrate sophisticated analytics, high-performance 
computing, big data, and the Industrial Internet of 
Things (IIoT), to create highly adaptable products with 
better quality but at lower costs. Smart factories use 
operable information and communication technology 
(ICT), intelligent automation systems, and sensor net-
works to diagnose the root cause of failure, monitor 
machine conditions, and predict the remaining useful 
life (RUL) of the system or the remaining mechanical 
components. Additive manufacturing as known as three- 
Dimensional (3D) printing technology has developed in 
many manufacturing industries and can offer many 
benefits to the community, companies, and government 
[4]. However, this technology needs further research 
related to increased effectiveness and efficiency due to 
the machine-learning algorithm used to solve a problem.

This research objective is to review the machine 
learning algorithm for detect failure in the 3D printing 
process, and contribution of this research is to find a 
solution related to the determination of which machine 
learning algorithm has the best performance to detect a 
failure in the process related to manufacturing systems, 
in this case, it is related to the process of 3D Printing for 
Fused Deposition Modeling (FDM). Therefore, it can be 
used as a reference for further research related to 
machine learning trends in manufacturing applications 
to accomplish cost-efficient, fault-free, and optimal 
quality manufacturing processes.

The rest of this paper is organized as follows. Section 
II provides related research on machine learning 
algorithms. In section III provide concept of 3D 
printing. Section IV describes the proposed methods of 
this research. In the V section, it is about comparing the 
results of machine learning algorithms related to the 3D 
printing process. Finally, in the VI section, our con-
clusions are summarized in several future directions.

2. Machine Learning Algorithms for 3D 
Printing in Smart Factory

This section describes how the ML algorithm can 
support 3D printing among a smart factory. 3D printing 
technology, also known as additive manufacturing (AM) 
is referred to the manufacturing process that creates a 
3D object in which layers of materials are built under 

computer to fabricate part and component [5]. More-
over, in future smart factories, not only are the com-
ponents smart to make local decisions but also the 
system is smart and context-aware resulting in two 
layers of smart decision-making system. The question 
about this is usually related to accuracy. However, for 
image processing, it is usually about classification, and 
another question is about having the same object with 
different postures or having the right partner or not. As 
we know, machine learning is related to the analysis of 
vast and complex data sets, and the end goal of the 
machine learning techniques and algorithm is to detect 
the patterns among the data sets or regularities that 
describe the relationships and structure between them. 
An adaptive ML algorithm for 3D printers can be 
developed to learn from the printing experience com-
manded by users. And to develop a better ML algorithm 
for predicting, it can be done by incorporating the expe-
riences, collecting more data printing with such types of 
AM features, or getting AM data from other 3D 
machines. Then store it in a database to analyze by 
centralized unit and make a very comprehensive all- 
purpose ML algorithm for all the AM machines in the 
smart factory. This help to improve product perfor-
mance, security, reliability, scalability, cost and prevent 
downtime and failure, such as, improved product 
performance, improved security, improved reliability, 
improved scalability and improved cost-efficiency.

There are two types of machine learning technique 
principals, such as supervised learning, a machine 
learning technique, and specified for a large amount of 
input data (training sets), and unsupervised learning. 
Unlike supervised learning, unsupervised learning does 
not learn from labeled data, and each technique has its 
algorithm to implement.

3. Three-Dimensional (3D) Printing 
Technology

There are several basic types of 3D printing techno-
logy, and the principle of operation is based on the 
gradual melting of the material, plastic strings with a 
standard diameter of 3 or 1.75 mm, and their subsequent 
application and hardening in layers. The most common 
3D Printing technology is Stereolithography (SLA), 
Fused Deposition Modeling (FDM), and Selective Laser 
Sintering (SLS) [6]. These technologies have signi-
ficantly affected the way businesses, professionals, 
consumers, and educational institutions function due to 
their adoption on 3D Printing. The key process CAD 
model, convert a file to STL, orient the structure, 
generate model and support material paths, generate 
CNC code, build structure, and post-processing. There 
are several 3D printing methods, but the most used is a 
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process known as Fused Deposition Modeling (FDM). 
FDM printers use thermoplastic filaments heated to their 
melting point and then extruded, layer by layer, to make 
three-dimensional objects or commonly called as 3D 
printing.

4. Method of Proposed Research

In this section, we explained the proposed method of 
this research. There are three main points here, first is 
related to data initial identification and process, how to 
describe the input data associated with the sample have 
been collected based on the previous steps (see table 1). 
Second is algorithm classification, to check the algo-
rithms to select the more suitable to be implemented, 
and based on what has been explained in the previous 
section, the type of algorithm that is right to be used in 
this study is unsupervised. The last is to compare and 
conclude all the machine learning algorithms based on 
the accuracy and evaluation result from each review on 
various processes of printability with multi-indicators, 
reduction of complexity threshold, and acceleration of 
prefabrication, real-time control, enhancement of secu-
rity, and defect detection. Therefore, we can conclude 
which the best algorithm to predict failure in the 3D 
printing process for the FDM.

5. Analysis of Comparison Result and 
Discussion

5.1 Comparison Result on Machine Learning 
Algorithm for 3D Printing

Fig. 1. Stage of Proposed System

In this section, we will compare the performance 
results of machine learning algorithms related to 3D 
printing for the FDM process based on the proposed 
method. We collected and compared several previous 
studies related to ML algorithms and 3D printing by 
grouping each input and process as an initial step, and 
then determining the parameters to be used, such as 
multi-indicator printing capability, complexity threshold 
reduction, prefabricated acceleration, and defect 
detection for special design as input. The next step is to 
classify the algorithms to be compared. This study 
focused on unsupervised criteria, aiming to detect failure 
grouping in 3D printing. The last is to compare the 
accuracy of each algorithm, seen from excellent 
opportunities. About the results of the comparison in 
this study, the comparison result is based on summary of 
all the references obtained [7-12], which we adjusted to 
the stages and methods that we have tried to make in the 
previous steps (see table 1).

Table 1. Summary of Method for 3D Printing and Application 
Process Condition Application Method Problem and Future Work
Printability 
Checking - Design 
& Preparation

Offline Original 
printability 
checker

PC-scheme (FE, PM, 
VE)

Test for multi indicators and the 
optimal proportion of effects using GA.
Thresholds at lower complexity.

Automatic 
checking

Machine Learning 
(ML)

Prefabrication - 
Planning

Offline Automatic 
checking

Slicing Algorithm - 
TRI, TS, LE
GPU - PPS and FPS 
parallelism

Evaluating time consumption in the 
close to practical situations.
Consolidation of print segmentation, 
and threshold control.
Parallel computing for checking 
printing capability, slicing, and path 
planning.

Path optimizer TSP based 
optimization 
Christofides algorithm

Service platform 
and evaluation - 
Design, printing,  
service and control

Online Platform of 
cloud service 

Resource allocation 
algorithm, and 
Demand matching 
algorithm

Security enhancement.
Real time control.
Design for printing. 

Evaluation 
model

Machine Learning for  
multi criteria fuzzy 
decision based on 
Hamming distance 
algorithm

Security or Control Online Control Security or Control Fault detection for mass customization
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Table 2. Comparison different algorithm for 3D model 
retrieval method tested

Parameters
Crossed 
Validation 
Method

ML 
Algorithm Performance

Printability, 
reduction in 
threshold 
complexity, 
acceleration 
before assembly, 
and defect 
detection.

Design, 
Printability, 
Printing

K-means 88%

Hierarchical 74%

Neural 
Network 86%

From the results of the table above, it can be seen that 
K-Mean has the highest accuracy compared to other 
algorithms in detecting a failure in the 3D printing 
process, where the performance has excellent value 
concerning reaches 88%.

5.2 Discussion
Based on the results of a survey of several deve-

lopments and analysis of various ML algorithms for 3D 
printing with the process described in Table 2.

1) Printability 
The following suggestions for improving 3D printing 

performance include: Several factors must be considered 
in controlling performance, such as time, segment length, 
model size, geometry, and even printer properties. 
Furthermore, integrated parallel computing for print 
inspection, slicing, and path planning can help to 
improve the speed up computing time.

2) Prefabrication (planning)
Regarding the practical situation in the path planning 

process, the evaluation of time consumption must be 
under the practical or real situation; this can provide 
quality services and optimal solutions for actual 
manufacturing. 

3) Prefabrication (planning) - Auto checking
Due to limitations in the current printing technique, 

crossing the nozzle, pulling back the filament, and 
printing must be considered. Another thing to note is the 
need for physical simulations and experiments to 
determine the correlation between time consumption 
and the number of print segments. Moreover, for hand-
ling defects or specific construction for more accurate 
production of customization, we can apply the ML algo-
rithm in the area of 3D printing to increase the accuracy.

4) Service Platform and evaluation
The things to consider during 3D printing from 

prefabrication to physical printing are how Online 
Real-time Control improves maneuverability; in this 
case, Smart control methods, are solutions for automatic 
and real-time control of printing progress, especially 
when connected to the Cloud platform.

5) Service Platform and evaluation (design and 
printing)

Designs for printing should work in addition to check 
printing printability, designs for printing should be 
considered as an efficient and convenient approach, 
which means that all models will be designed to match 
to 3D printing in particular. Moreover, printing 
capabilities only follow the criteria of 3D printing for 
design by relying on intelligent algorithms.

6) Security (control)
Some experiments prove the practical implemen-

tation is still lack of feasibility and reliability, especially 
when the meeting has plenty of various features or data. 
Hence one of the researchers proposed to apply the ML 
method into automatic rule adjustments, especially the 
parameters used to verify the printability.

7) Experiment result
Though the experiments prove that the K-means 

algorithm has archived accuracy highly, and practical 
implementation compared to other algorithms, but there 
is still a lack of feasibility and reliability, especially 
when meeting many features or data. Further research is 
needed to obtain further classification, where future 
experiments are suggested using the same parameters.

6. Conclusion

A comprehensive survey of ML Algorithms in 3D 
Printing has been presented, ranging from comparing 
various algorithms to performance and detecting failures 
in the process of smart manufacturing systems. It 
considers the unsupervised machine learning technique 
such as hierarchical structure, neural network, and 
K-means algorithm as the machine learning algorithm is 
to be compared. The results of comparing the machine 
learning algorithms by applying performance compa-
rison parameters are printability, reduction in threshold 
complexity, acceleration before assembly, and defect 
detection, which K-mean has excellent performance to 
detect failures, with an accuracy percentage reaching 
88%. This research also discusses the challenges that 
arise today. However, many types of research and tests 
related to machine learning algorithms and 3D printing 
have been conducted and it is expected that further 
research can be carried out in the same domain, to 
accelerate the realization of this prospect in the future 
manufacturing industry.
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ABSTRACT

In this thesis, an aritificial intelligence-based chatbot was developed to conveniently provide Covid 19 
related information to people who suffer from inconveniences caused by the Covid 19 virus. With the 
introduction of artificial intelligence technology, chatbots are utilizing IBM Watson, based on the fact that they 
are carrying out various tasks, including customer reception, in various organizations. IBM Watson analyzes the 
user-entered words through natural language processing, generates sentences and delivers them to the users. 
Enter the behavior and subject of the query through Intent and Entity, then write the questions that are 
expected to be high frequency, and grasp the flow of the conversation through Dialog. Users can take actions 
such as sending conversations, receiving information, etc. Through one user interface designed with Axure, it 
can take advantage of providing SDK libraries for each language to handle the actions and data delivery that 
occur on the screen to Node.js.

Covid19, Natural Language Processing, Artificial Intelligence, Chat-bot
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ABSTRACT

The system for student management is closely related to the student's adaptation to school life and 
enhancing satisfaction. Therefore, it is necessary for the instructor to provide information quickly and 
accurately by integrating various information of the student. In this study, we propose a system model that 
can be considered when student information is scattered across multiple systems. First, we analyzed the 
existing system to derive problems, and designed a system model that can provide desired results by reducing 
cost and effort in the current environment. The model proposed in this study provides the information 
necessary for student guidance in an integrated, multi-faceted, and immediate manner. In addition, through the 
new UI, convenience, speed, and accessibility have been improved to ensure user satisfaction. 

student management system, integrated information, efficient UI
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ABSTRACT

Game quality assurance is aimed at providing satisfaction to players and reducing costs by ensuring 
quality in two areas: fun and stability. Game quality assurance has long been considered an important 
issue. However, in the field, the job of the game QA staff is mostly testing for errors before the game is 
serviced. In this paper, we observe the scope of game QA activity from the viewpoint of software 
engineering, and propose PIT design and application to guarantee the quality of the game. It is expected 
that this study will be helpful in presenting the direction for game QA work and developing the 
competency of field workers.

Software Quality Management, Game quality assurance, Fun and Stability, Game PIT
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ABSTRACT

Recently, there are increasing use cases of curation techniques that learn movie and video information, 
analyze the information, and recommend and provide videos desired by users. Most of the structures are 
used in curation services by learning the characteristics of the video through various analysis techniques 
such as video information analysis, character analysis, and story analysis. However, if the learning and 
analysis techniques are uniformly applied without considering the characteristics of the image, the curation 
results show very large deviations depending on the field.

In this paper, various image analysis methods are described, and effective image analysis and learning 
techniques according to curation targets are described. In addition, a method to increase user recommen-
dation accuracy according to the type of video is proposed.

Image Analysis, User Curation, Artificial Intelligence, Machine Learning, Accuracy
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Ⅰ. Introduction

Applying AI to fashion clothing is an interesting 
area of research. For example, deep learning (DL) 
is used to recognize and detect fashion apparel mate-
rials, apparel image recognition and classification 
[1][2]. Fashion clothing has always been an essential 
part of people's pursuit of the taste of life. With 
the rapid growth and development of e-commerce, 
the network is full of fashion clothing images. How 
to find the most trendy and innovative clothes in 
this image is a problem that artificial intelligence 
must solve.

Ⅱ. Neural Network

Convolutional Neural Network, called CNN or 
ConvNet, is widely used for many tasks such as 
computer vision and speech recognition. The deep 
CNN's architecture design attracted the attention of 

many researchers. The CNN typically consists of an 
input layer, a convolutional layer, a pooling layer, 
and a fully connected output layer. The input layer 
is a set of input vectors, that is, a set of vectors input 
to neurons in a neural network. The convolution 
layer is a set of parallel feature maps, or feature 
maps, that slide different convolution kernels from 
the input image and perform specific tasks. At each 
sliding position, the convolution kernel and input 
image perform element correspondence products and 
sum operations, and project information from the 
perceptron onto elements in the functional map.

Ⅲ. Optimized Method

The learning rate is the neural network training 
and learning ability, the most demanding global 
parameter to coordinate in the neural network. If 
the learning rate is set too large, the loss rate of 
model training will not oscillate or converge. If the 
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Fashion Clothing Image Classification Using Deep Learning
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ABSTRACT

This paper proposes a novel method based on deep learning model with an optimized dynamic decay 
learning rate, and improved model structure to achieve a fast and accurate classification of fashion 
clothing images. This paper performs the experiment using the proposed model on the Fashion-MNIST 
dataset and compares it with the methods of CNN, LeNet, LSTM, and BiLSTM.

(deep learning), (dynamic decay learning rate), CNN, LeNet, LSTM, BiLSTM
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learning rate is too small, the curriculum will 
increase significantly. In general, the start of 
learning rate is chosen from 0.1 in the neural 
network model, then decreases exponentially, such 
as 0.01, 0.001. The learning rate is also named step 
size, , in the inverse propagation algorithm

: n n
n

Lw w
W .

Algorithm: Optimized Dynamic Learning Rate

Require: Initial learning rate 0, and the total iteratons global_step

Require: Initialize parameter, decay rate , hyper-parameter dr

1:  Initialize accumulation variables E|g2|t = E| 2|0=0

2:  For t = 1, 2, ..., global_step do

3:      Accumulate Gradient: E|g2|t  =  E|g2|t-1+(1- )gt
2

4:      Computer Update: = RMS| |t-1/RMS|g|t · gt

5:      Accumulate update: E| 2|t  = E|  2|t-1+(1- ) t
2

6:      Computer learning rate: 
_

1
rd global step

t t e

7:      Learning rate update: t+1 = t+ t

8:  End For

Ⅳ. Experiments

The experimental hardware environment is a work-
station computer with a graphics processor NVIDIA 
GeForce GTX 960 with an Intel Core i7-4790 and 
2GB memory. The computer has 8 GB of RAM 
and 2 TB of hard drive capacity. It uses the Python 
programming language to implement optimization 
algorithms, build models, and adopt the TensorFlow 
framework using the Keras DL library as a backend 
computing tool.

Preprocessed datasets were trained with CNN, 
LeNet, LSTM, BiLSTM and proposed models and 
evaluated in the same test set. In our research work, 
we compared experimental results in terms of predic-
tive accuracy, recall, F1-score, and loss rate. Table 
1 shows the accuracy and loss rate results for each 
model.

Table 1 shows the evaluation accuracy and loss 
rate of each model. It can be concluded that when 
the accuracy of the optimized model reaches 
92.87%, it is at its highest level and the loss rate 
is reduced to a minimum of 0.20. The method 
suggested in the table outperforms the other.

Table 1. Parameters of the optimized CNN model

Models Accuracy (%) Loss

CNN 89.10 0.37

LeNet 87.65 0.34

LSTM 87.15 0.36

BiLSTM 87.49 0.36

Ours 92.87 0.20

Ⅴ. Conclusion

In this study, a new method for fashion clothing 
image recognition and classification based on DL, 
which focuses on optimization of learning rate and 
model structure, is proposed. Dynamically adjust the 
model's learning rate based on the batch size of the 
training. By setting the combination module of con-
volution and pooling layers, you can extract useful 
features of the model.
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ABSTRACT

Changes in the sea surface temperature affect changes in the marine ecosystem. Since changes in the 
temperature of seawater can be an indicator of changes in the marine ecosystem, it is very important to 
understand changes in the temperature of the seawater. The water temperature data obtained by observing 
temporally is time-series data. As a model for predicting time series data, RNN(Recurrent Neural Net-
work) and LSTM (Long Short-Term Memory) have performed better than other neural network models. In 
this paper, we propose a method for predicting sea surface temperature using LSTM-based Deep Learning 
technology.
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ABSTRACT

Currently, welfare policies for homeless people are welfare matters implemented based on homeless 
facilities, which can be managed by homeless people in the facility. However, it is difficult to support 
homeless people outside the facility. Even if welfare workers record personal information of homeless 
people on-site to manage them outside of the facility, it is difficult to share and classify information 
immediately due to the absence of a standardized form and mobile system. In the paper, we propose and 
establish an efficient mobile system to manage information about homeless people. The system derives 
systematic management and statistics for homeless people, by recording and using their location information.
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ABSTRACT

Recently, the concept of sharing has emerged due to the increase in the number of single-person households 
and the concentration of the urban population. With the development of the Advanced Driver Assistance 
Systems(ADAS), autonomous vehicles will be commercialized in about 2025. Accordingly, this paper proposes a 
shared autonomous vehicle model, analyzes the theoretical concepts of related technologies, and presents 
prototype implementation and experimental results. The operation of the prototype system was implemented to 
detect a lane through image processing through OpenCV and to stop at a certain distance by detecting an 
obstacle with an ultrasonic sensor in the front.

ADAS, personal mobility, raspberry pi, arduino, OpenCV, autonomous vehicle
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Human Crime Scene Extraction in Elevator
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ABSTRACT

IIn this paper, we try to extract the scenes that are in contact with people in the elevator. If there are many 
people on the elevator, contact does not occur. However, it often occurs when there are few people on the 
elevator, such as two or three. The method for extracting physical contact is as follows. First, the image is 
converted to binary, and then the skeleton is extracted from this binary image to extract contact status.

(elevator), (contact), (binary image), (skeleton)
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Ⅲ. Experiments
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Table 1. Comparison of The Scene Frame
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4 7 5
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ABSTRACT

First impressions in interviews are so important that they are the criteria for recruitment. The factors that 
determine the first impression are attitudes, speech, language, facial expressions, and impressions, which cannot 
be appealed simply by the content and specifications written on the resume. By utilizing facial expression 
recognition and Speech Recognition technology, this paper tries to implement AI mock interview application 
that analyzes facial expressions, speech speed and speech style among these factors.

AI, Facial expression recognition, Speech to text, mock interview
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ABSTRACT

The purpose of this study is to figure out the occupational identity thru the narrative of a IT vocational 
training teacher with self-esteem. A research participant, who has been active as a IT vocational training teacher 
for a long time, were studied through McAdams' interview method. The teacher recognized himself in three 
themes(self-awareness, job commitment, pursuit of generativeness and altruism) about the research problem. This 
study is meaningful in that it attempted to examine the occupational identity of a teacher who has survived 
with self-esteem as a IT vocational training teacher and to examine its meaning.
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ABSTRACT

The purpose of this study is to discover the occupational identity formation process by examining the narrative of the 
life of a programming vocational training teacher. A's teacher's life, which has been in programming education and 
training for more than 20 years, was studied in a narrative interview.  A total of 12 topics were drawn up on the process of 
formation of occupational identity of the programming vocational training teacher, which is a research problem. This 
study is meaningful in that it wanted to find out the process of occupational identity of a programming vocational training 
teacher and examine its meaning.
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ABSTRACT

The system for preventing the overturning of forklift, which is the most frequent type of safety-accident in 
industryis proposed. The proposed system is based on multi-sensing for IoT service.
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ABSTRACT

Recently, the firefighting industry of major countries has shown a trend toward 'protecting their own 
industries and technologies', 'applying a strict certification system', 'converging technology development', and 
'expanding overseas exports' at the national level. In particular, research and development of technology for 
tracking the location of field personnel in a building full of smoke and flames in the event of a building fire 
are being conducted in the United States and Sweden. In this paper, we propose a design of a functional 
firefighting boot that can track the location of firefighters by combining the IMU(Inertial Measurement Unit) 
sensor and the RF(Radio Frequency) communication module power module in the firefighting boots.

Firefighting boots, Location tracking, Inertial Measurement Unit
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ABSTRACT

In this paper, crime is extracted from images taken in elevators. For the case of theft crime in CCTV 
video, it was submitted as video data for analysis and investigation of the crime. In the image, theft 
crime can be conveniently extracted from the image through the detection of scene change.

(elevator), (theft), (scene change detection)
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Ⅰ. Introduction

Information system diagnosis means improvement of 
information system through technical error and risk 
check for important information systems, securing 
stability, availability, risk diagnosis and deduction of 
risk mitigation measures in the management aspect of IT 
process and infrastructure, and technical diagnosis, and 
It refers to the establishment and systemization of an IT 
risk management system reflecting the results of IT 
process diagnosis [1].

IT Infrastructure refers to the fields that are the basis 
of IT services such as servers, networks, databases, 
system software and infrastructure [2].

The following Figure 1 shows the infrastructure 
system diagnosis, and Figure 2 shows the infrastructure 
operation diagnosis.

Fig. 1 Infrastructure System Diagnostic

1 ･ 2 ･ 1

Research on Infrastructure Operation and Diagnosis of Industry
Gotovsuren Ichinkhorloo1 ･ Kwang-Seong Shin2 ･ Seong-Yoon Shin1

1Kunsan National University ･ 2Wonkwang University

E-mail : ichkog108@gmail.com / waver0920@wku.ac.kr / s3397220@kunsan.ac.kr

,
.

. .

ABSTRACT

In order to derive system improvements through a standardized system diagnosis method, this 
infrastructure operation diagnosis system performed diagnosis only for servers and networks in the entire 
diagnosis process. The infrastructure status diagnosis was performed, and a method for stabilizing early 
operation according to the change of operating personnel and whether to comply with the standard 
operation procedure through questionnaire and interview was prepared. For the direction of improvement 
derived through the operation diagnosis, a task to be promoted is selected and implemented.

(infrastructure operation diagnosis system), (standard Operation Procedure)

69



Fig. 2 Infra Operating Diagnostic

Ⅱ. Infrastructure Status 
Diagnosis-Failure/Change

In order to establish a stabilization plan for early 
operation according to the standard operation procedure 
compliance through questionnaire and interviews and 
changes in operating personnel, the infrastructure status 
diagnosis was performed.

As a result of diagnosis of failure/change items, 
failure handling procedures and compliance are good, 
but change handling procedures and compliance are 
insufficient. In addition, there were obstacles due to the 
change work in 2011, and an operating procedure edu-
cation support system was prepared when new/replaced 
operating personnel were introduced. In addition, 
continuous failure management such as failure recep-
tion/handling/notification due to non-contracting with 
ISAC (Information Sharing & Analysis Center) service 
is insufficient. As for the direction of improvement, the 
need for retraining in operating procedures and 
reinforcement of communication with disability/change 
managers within the information technology team were 
suggested.

Infrastructure operation items need to be operated and 
managed centered on failure prevention activities, so 
daily inspections are strengthened through automation, 
technical skills need to be strengthened for new 
replacement personnel, primary and secondary support 
plans for operating personnel need to be prepared, and 
security solutions should be introduced. As a result, the 
addition of security work was diagnosed, and improve-
ment directions include carrying out automation-related 
training, preparing a plan to improve technology such as 
education (replacement power centered), establishing a 
technology support system, and discussing work 
coordination through separation from security work.

Ⅲ. Results and Direction for Improvement

For the improvement direction derived through the 
operation diagnosis, the project to be promoted was 
selected and implemented. Operation procedure 
(change/disability) retraining is required, the IT 
information technology team leader is in charge of the 
failure/change, the part leader is the failure/change 
manager, and the Infra failure/change manager is Infra 
SPOC (Single Point of Contact) Let this take on.

By devising a plan to improve technology such as 
education, it aimed at parallel with practical training 
through update of operation status data centered on 
replacement personnel (introduction of the Mentor/ 
Mentee system).

Operational automation-related training and auto-
mation of some tasks are also required, and infrastruc-
ture work and security work will be separated from 
current security related work, and security work is 
policy-oriented and requires a separate expert. In 
addition, the Infra SPOC (Single Point of Contact) is in 
charge of unifying communication with customers.

Ⅳ. Conclusion

First of all, by improving the infrastructure operation, 
training for early strategicization of new operating 
personnel and system status data update should be 
carried out immediately. In addition, the implementation 
of the system improvement project was separately 
discussed, detailed configuration details and required 
costs were recalculated, and the progress plan was an 
estimated plan, not actual.
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Ⅰ. Introduction

A frame is an independent space where images are 
formed in a film, and it refers to the smallest visual unit 
of a movie that corresponds to a single picture. As a 
scene to be described, the segment (cut) of the scenes 
and the contents of the image contained between the 
segments become a shot. A scene is a series of situations 
or events that take place at the same time and place. A 
key frame is a video frame including all data necessary 
to compose an image regardless of the previous frame, 
and refers to a frame detected by scene change detection 
or shot boundary detection. In related research, there is 
the first method [1, 2, 3] that synthesizes the merits of 
color histogram and 2 histogram. And there is a second 
method [4] that synthesizes the color histogram and the 

2 histogram.

Ⅱ. Proposed Scene Change Detection

In this paper, we propose a new method of scene 
change detection that maximizes the merits of the color 
histogram and the 2 histogram by squaring the values 
of A, B, and C as shown in the following equation (1).
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, , and are used by applying a weight for 
converting the brightness and darkness for each color 
space, and represent constants for converting the 
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Novice Scene Change Detection Method
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ABSTRACT

In this paper, we present a new scene change detection technique that combines color histogram and 2

histogram. This technique minimizes the disadvantages of the difference value extraction method and 
makes full use of the advantages. In addition, it can be completely detected from the detection of a 
radical scene change to the detection of a gradual scene change. The superiority of this technique was 
proved through experiments.

(Color Histogram), 2 ( 2 Histogram), (Scene Change Detection)
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brightness and darkness according to the NTSC 
standard. In this method, =0.299, =0.587, and 
=0.114 were defined and used.

III. Experiments

The following Figure 1 shows the difference value 
extraction result (top) and the range of difference value 
(bottom) between the existing 2 histogram and the 
method proposed in this paper. It can be seen that the 
proposed method is much better to extract the difference 
value.

Fig. 1 Comparison of Scene Change Detection

The following Figure 2 shows the result of extracting 
the difference between the conventional 2 histogram 
and the method proposed in this paper (top) and an 
example of the result (bottom).

Fig. 2 Example of Scene Change Detection

IV. Conclusion

In this paper, we proposed a new scene change 
detection method capable of performing both radical and 
gradual scene change detection. It is a method that 
shows the improvement of detection performance 
compared to the conventional histogram method. A new 
scene change detection method was proposed to 
overcome the shortcomings of the difference value 
extraction methods and make the most of the 
advantages.
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Ⅰ. Introduction

Travel is no more leaving on a special day but it has 
become something that can be enjoyed in a short amount 
of time while taking the time to do everyday life. 
Furthermore these days we are living in the era of the 
internet where everything is done by the network. We 
can easily find the information and recording of travel 
journals and travel plans at any time they want. There is 
a plethora of blog posting and travel websites around the 
world which have their variety feature. The most used 
method for this is a blog (a truncation of “weblog”), 
which is discussion or informational website consisting 
of discrete, often informal diary-style text entries (posts) 
[1] or social media such as Instagram and Facebook. 
More and more people plan their trips based on the 
travel experiences or plans of others shared on this blog 
or social networking service (SNS) and share their 
itineraries and reviews again after the trip.

However Users use travel websites to find travel 
information and blogs to create and share their travel 
experiences and this may cause people to feel awkward 
and uncomfortable using different sites for the same 
subject. Users must use travel websites to find travel 

information and blogs to create and share their travel 
experiences. Therefore in this paper to solve this 
inconvenience we have implemented an integrated web 
platform for the trips. The implemented platform allows 
users to easily check the latest information on the topic 
of "Trip", and if the user wants to post their travel 
experience can use the blog function. Users can also 
share their posts with other users on the platform.

Ⅱ. Implementation of the Integrated 
Travel Platform

To overcome this inconvenience we proposed and 
implemented a integrated web platform where users can 
post pictures that have descriptions and information 
about the latest news in the world which is associated 
with trips. The platform consists of 5 main part that are 
Home page, Latest news, Gallery, Latest post, and User 
page. Users not only find the latest information about 
trips but upload his/her data which is a photo on the 
platform. Figure 1 below shows the entire ER diagram 
of the implemented platform.
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ABSTRACT

Blogs are a free platform and used as a means to freely share their daily lives or introduce products and services 
through bulletin boards without a specific format. On the other hand, the homepage shows its products and services 
in the most systematic and orderly manner with a beautiful design and is a marketing tool to gain trust from 
consumers. As travel has become a vital part of our everyday lives, people share their travel experiences through 
blogs and easily find the information they need to travel through travel websites. However, peoples still use travel 
websites to find useful information and blogs to create and share their travel experiences and this may cause people 
to feel awkward and uncomfortable using different sites for the same subject. Thus, in this paper to solve this 
inconvenience, we have implemented an integrated web platform for the trips. 

Keywords

blog, weblog, travel, web platform

73



Figure 1. ER diagram of the implemented platform

Also, Figure 2 displays particulars from the latest 
posts and travel news in mainframe layout. In the right 
sidebar shows the latest posts that are posted by the user 
with travel-related news from the latest news page.

Figure 2. Main page of the implemented platform 

The latest news page represents information that is 
related to trips and is updated in real-time according to 
the main portals related trips around the world. In the 
Latest post page, users can post the share their itineraries 
and reviews before/after the trip as shown in Figure 3.

Figure 3. Latest post page on the implemented platform

Ⅲ. Conclusion

Travel is now a daily routine for people. Peoples 
earnestly desire to have travel opportunities even though 
COVID-19 has greatly curtailed most trips and travel 
activities. People still go on a trip once a year and go to 
the suburbs on weekends. A lot of travel experiences 
have been accumulated and information is actively 
shared for better travel. The purpose of this paper is to 
provide the user to use an effective and comfortable 
integrated web platform about trips.
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Ⅰ. Introduction

In today's highly developed academic societies, 
universities should have official websites. Because the 
official website is a good place to start looking for 
information about a university. It helps potential 
students to search for information about university 
departments, curriculums, new developments on campus, 
interesting researches, and campus life. In short, official 
websites generally allow users to take a virtual tour of 
the campus.

In order to attract students, universities need to make 
sure the content on their websites is up-to-date and 
enables students to get the information they need to see 
themselves becoming a student at the university [1].

There are a lot of university websites all over the 
world. In most cases, the websites cover university 
news, important documents, and information about 
majors and departments that students can use. However, 
the official website of Namangan State University has 
difficult and complicated user interface elements to use 

[2]. Therefore, we try to update and increase user 
interface satisfaction of the official website with the 
simple user interface (UI), high-level programming 
languages, popular web frameworks, and libraries as 
shown in Figure 1. In addition to this, updated university 
website populates database with exceedingly scalable 
Python programming language framework, Django.

Ⅱ. Method

In Figure 2, we illustrate the tools (frameworks and 
libraries) we used in order to match our website to be 
secure and to have a well-designed user interface (UI).
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ABSTRACT

Every year thousands of students make a decision that will have a significant impact to the rest of their 
lives. They select what college or university to attend, and this decision may affect their career, earnings, and 
professional development in future. In order to select a university, students search information about universities 
and for this, they refer to the universities’ websites. Therefore, it is important for each university to have a 
well-designed and informative website with proper usability and accessibility. One of the educational university 
websites with an attractive user interface is the NamSU.uz (Namangan State University, Uzbekistan). However, 
it has a lot of bugs like lack of coding accuracy, unclickable navigation bar buttons, and a lack of flexibility 
in the database. In this paper we introduce an upgrade of the official website of Namangan State University 
with new functionalities, popular programming languages, and libraries.
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Figure 1. Comparison of programming langu- ages 
used in upgraded and original websites

Figure 2. Frameworks and libraries

While our suggested new (upgraded) website has a lot 
of new features like contact form, clickable buttons, 
high privacy, and security, NamSU.ac.uz is mainly 
based on information from the official website. That’s 
why it is called NamSU.ac.uz.

In order to upgrade the website, we chose the 
Django Framework, HTML/CSS, SASS, JavaScript, 
and Materialize. While developing this project, we 
mainly used Django Framework [3]. Django allows to 
build better Web apps more quickly and with less code. 
It is ridiculously fast, reassuringly secure, and excee-
dingly scalable. It also gives a chance to set up 
middleware to respond to HTTP requests and can 
render HTML pages dynamically based on passing 
arguments to templates.

One of the most popular CSS open-source libraries to 
design website interface is Materialize Google library 
[4] with forms, icons, components, and showcases. For 
this reason, we decided to use the Materialize CSS 
library and SASS programming language [5] to improve 
coding accuracy.

Figure 3 illustrates what a user can see when  
visiting the NamSU.ac.uz website, a total of seven 
pages: 

Figure 3. Connection between a user and website

The database of the website was powered by the 
Django Admin page (supported with SQLite). One of 
the most powerful parts of Django is the automatic 
admin interface which reads metadata from models to 
provide a quick, model-centric interface where trusted 
users can manage content on-site [3].

Ⅲ. Conclusion

NamSU.ac.uz is an updated version of the Namangan 
State University official page (NamSU.uz). The purpose 
of updating the current website is to improve the official 
web pages with the latest frameworks, libraries, 
packages, and programming languages and making the 
website easy to interact with any user without any 
difficulties.
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ABSTRACT

In this paper, we propose a multi-exposure fusion method based on feature boosting weight by using the 
quality measurement of the exposure fusion method proposed by Mertens[1]. In the feature boosting weight, 
contrast and saturation are calculated to generate the boosting factor. Then, the boosting factor is applied to 
feature extraction step from the structure of FFAM(Feature Fusion Autoencoder Model)[5]. The experimental 
results shows that high quality structural restoration, texture and color have been achieved, compared to the 
existing methods.
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1. Introduction

Over the past years, there has been a dramatic 
increase in the number of digital content creators. 
Some people make videos at home, where-as 
travelers or V-loggers make videos outdoors. They 
often add other people's face in their content. Such 
a situation is uncomfortable for both the person 
whose face is in the camera and the creator as well.

The creator should remove their face before 
uploading the video which is not an easy task and 
needs a lot of time. They use one of the auto face 
blur system like YouTube blur system (this is a 
system provided by YouTube which, before 
uploading a video, scans the faces in the video file 
and the user can choose a scanned face to make it 
blurred or visible.)

The difference between YouTube blur system and 
our system is the real-time processing. YouTube 
blue system or other blur systems take a video file 
as input. However, our system can do all such 
tasks in real-time.

Fig. 1: One person registered face using this blur 
system

Our system can register a new face, make 
unregistered faces blurred, and un-register any face 
from the database and all of this is done in 
real-time. In other words, users can register a new 
faces whenever they want. This system makes the 
recording of pictures and videos easy for digital 
creators, and other people around the creators do 
not need to be  worried about creator's real-time 
videos. This is the first central topic in this system.
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ABSTRACT

Recently there is sharply increasing interest in watching and creating video contents such as YouTube. 
However, creating such video contents without privacy protection technique can expose other people in the 
background in public, which is consequently violating their privacy rights.

This paper seeks to remedy these problems and proposes a technique that identifies faces and protecting 
portrait rights by blurring the face.

The key contribution of this paper lies on our deep-learing technique with low detection error and high 
computation speed that allows to protect portrait rights in real-time videos. To reduce errors, an efficient 
tracking algorithm was used in this system with face detection and face recognition algorithm. For real-time 
processing speed, tracking algorithm process has been improved for low computation time. This paper compares 
the performance of the proposed system with and without the tracking algorithm. 

detection, recognition, tracking, auto blur system, real-time
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The second is tracking algorithm for reducing 
errors. Reducing the errors in blur system is 
obviously very important. If the system loses a 
blurred face even for one frame, the face could not 
be protected and it could have very serious 
outcomes. For this reason, this system has not only 
detection and recognition algorithm but also tracking 
algorithm for reducing the errors.

The basic system consisting of only detection and 
recognition algorithms was compared with our 
system consisting detection, recognition and tracking 
algorithms. 

2. Face Tracking and Protection System

There are two basic processes for face blurring. 
First step is noise removal [5] and face detection 
and the second step is face recognition [4][6]. 
MTCNN (Multi task cascaded convolutional 
networks) [1][7] is used for face detection algorithm 
and the output of MTCNN is face boundary box. 
FaceNet (FaceNet: A Unified Embedding for Face 
Recognition and Clustering) [2] is used for face 
recognition algorithm and the output of FaceNet is 
feature data about the face.

Fig. 2 Overall architecture of the proposed system

In this paper, we have explained the three 
important aspects about our system. The first is 
how to combine MTCNN, FaceNet, Deep SORT 
(Simple Online and Real time Tracking with a 
Deep Association Metric) [3] [8]. The second is 
how to register person and the last is how to keep 
a registered person in the database when you turn 
this system off and then on.

The method of combining detection, recognition 
and tracking algorithm is explained first. MTCNN 
gives the face boundary box (detection) [9], FaceNet 
receives the face boundary box from MTCNN and 
gives the face features inside the boundary box. 
The Deep SORT algorithm calculates the IOU 
(intersection over union) distance using the face 

boundary box provided by MTCNN and also 
calculates feature distance using the face features 
extracted from FaceNet (the cosine similarity is 
used to calculate the face features distance.) In 
other words, Deep SORT's detector is MTCNN and 
the encoder is FaceNet.

The second important aspect of our system is 
how to register a person. The Deep SORT 
algorithm keeps a track of the features of each face 
from the last 30 frames in the past. When the new 
face is registered, the features and the name 
associated with that face are saved in the registered 
features list and registered name list and the object 
(face) status is changed.

Figure 3 explains how the object status is 
changed in Deep SORT and our system. In figure 
3, the left side process is basic Deep SORT 
algorithm and right side process is our system. The 
left process's basic object status upon detection is 
TENTATIVE. TENTATIVE means some face is in 
the video, but not being tracked. When the object 
has this status, the basic process of just checking 
IOU matching is performed. If this object moves 
out of the video for 60 frames, the object status is 
changed to DELETED. DELETED means that the 
object is deleted from the system. If TENTATIVE 
object is in the video for more than 3 frames, the 
status of this object is changed to CONFIRMED. 
CONFIRMED means that the object is being 
tracked. For the CONFIRMED status object, feature 
matching is performed. When the feature matching 
fails, it checks the IOU matching. If CONFIRMED 
object is out of the video for more than 60 frames 
or if the recognition fails even for the face in the 
video, the status is changed to DELETED.

Fig. 3 Face registration and deletion process

In this system, if the detected object is not 
registered, it has the same process as the Deep 
SORT system process. However the process flow of 
registered objects is different. Registered object can 
have three states from REGISTERED, CONFIRMED 
and DELETED. The state of a registered object 
cannot be TENTATIVE. If the registered face is 
out of video for any duration, they will  have the 
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REGISTERED status. Our system is continuously 
matching the features of all the faces in the video 
against all the registered faces in the database. If 
the face features in video and database are matched 
for more than 3 frames, the status of the face is 
changed to CONFIRMED. If the tracking system losses 
the tracking of the CONFIRMED to REGISTERED.

The third important aspect of our system is how 
to retain the information when the user restarts the 
system. When the system is turned off, the 
registered face's features and names are saved in 
the database. The registered feature list is an array 
of the shape [n, frames, features]. The 'n' means 
the number of the registered objects, 'frames' means 
how many frames were used to save the features. If 
the number of frames is 30, it means that the face 
features have been stored for 30 frames. The last 
thing is 'features' that mean feature dimensions. The 
registered names list is just a list of names. The 
order of the registered name list is same with n's 
order.

When the user restarts the system, it reads the 
data saved in the database. If there is no data, the 
system start immediately. However, if there is data 
in the database, the system creates as many objects 
as saved number of 'n' and the status of all the 
objects is REGISTERED.

3. Test Result

Difference of non-tracking blur system and 
tracking blur system is the ratio of false positives.  
  Ten videos were used for this experiment. Each 
video is 18~22 seconds long and have 600~800 
frames, so the total number of frames is 7128. If a 
person in the video is assigned an ID and the same 
person is assigned a different ID in a different frame 
of the video, it is counted as a false positive.

In our experiment, the non-tracking blur system 
has a false positive score of 857 in 7128 frames, 
whereas our tracking blur systems has a false 
positive rate of only 17 in 7128 frames.

By integrating tracking in auto blur system, the 
errors in auto blur system were reduced. The basic 
system without the tracking algorithm processes 
each frame. It means that the frames are not related 
with each other. In this case, when two or more 
similar people appear in same frame, the system 
cannot accurately recognize them and the names of 
the faces may change from person to another 
person in each frame.

The tracking system can solve this problem. In 
our system, the current frame is related to the previous 
frames. Therefore, the IOU value is calculated by

Fig. 4 Left side is the results of non-tracking blur 
system where a registered person is recognized as a 
new person and blurred. On the right side is tracking 
blur system where the ID is consistent in each frame.

remembering the position of the face's bounding 
box in the previous frames [10].

This eliminates the situation where the name of 
the similar people changes. This is the biggest 
advantage of a system with tracking algorithm over 
a basic system with no tracking algorithm.

Fig. 5. Face information is retained in the database 
when a registered face disappears from the view and 
then reappears.
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Fig. 6 Face is blurred when a registered face is deleted 
from the database.

Fig. 7 When an unregistered person is registered by 
the user, the face is now exposed (unblurred) 

4. Conclusion

This system used a tracking algorithm to reduce 
errors in the auto blur system and presented a solution to 
process the video in real-time. By making the auto blur 
system real-time, it can be used more flexibly. By 
reducing errors, a more reliable system was created for 
portrait rights protection. 

This paper says that the purpose was for creators 
or people from the digital industry. However, the 
system can be applied to other situations as well. 

By using this system, if you have a database of 
registered people who work in a building, you can 
easily find outsiders while protecting the faces of 
employees. Also these days, people's faces are 
easily exposed in the car black boxes wherever they 
are. This system can prevent such situations. We 
believe this system can be used wherever the video 
is used.
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ABSTRACT

The rapidly aging population has raised the issue of dementia as a social problem. Dementia can be
prevented in advance, and early diagnosis can reduce the prevalence and slow the progress of dementia. 
Therefore, this research suggests simple diagnosis of dementia using the user's log data and prevention and 
customized diagnosis services using brain stimulation games. If you provide services to prevent and diagnose 
dementia through your smartphone, you can prevent dementia from lower age groups. In addition, it will be
able to provide customized services, which will increase the effectiveness of prevention, diagnosis and treatment.

user-based, dementia, dementia diagnosis, prevention
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Investigation of electrical coupling between stacked devices in monolithic 
3D inverter consisting of tunneling field effect transistor
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ABSTRACT

The electrical interaction and subthreshold swing (SS) of monolithic 3D tunneling field effect transistors 
(TFETs) were investigated. Interlayer dielectric (ILD) thickness (TILD) between top and bottom TFETs 
changed to 1, 5, 10, 50 nm. When Lg = 50 nm and TILD = 1 nm, SS value was the smallest. Capaci-
tance showed that they decrease when TILD < 10 nm and increase again when TILD > 10 nm, and the 
variation of transconductance Gm was little change as TILD increases.

Tunneling field-effect transistor, monolithic 3D, subthreshold swing
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ABSTRACT

In preparation for recent infectious diseases, we propose an implementation method that enhances information 
sharing and networking of existing medical equipment. In preparation for infectiousness, it adopts a non-contact 
method and implements it as an unmanned system using AI technology. It is designed in consideration of the 
development of an embedded platform for future life-oriented product development. Personal biometric data, 
such as body temperature, is converted into a database using a cloud system and used for disease analysis and 
identification.

Medical equipment, Cloud, Contactless, Unmanned system
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ABSTRACT

In this study, as the CPS (Cyber Physical System) spreads to all areas of the national society, such as smart 
cities, smart factories, and smart farms, it is expected that massive damage will occur in the case of a national 
cyber crisis. The purpose of this study is to discover training areas necessary to improve and to present media 
skill training programs that should be conducted in accordance with the spread of crisis.
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Ⅰ. Introduction

If humans choose a color, that color is no coin-
cidence. Looking at a human's color, we can see his 
unique and unique personality. Here, the nature of the 
five elements exists as a basis.

In a related study, a strong multicultural gender 
difference in color preference, which appears as a quick 
response comparison work, is reported [1], and the 
conventional technique [2] assumes that there is a 
preferred skin tone that can shift the image skin color, 
but the value is There has been a research paper that this 
hypothesis is not true because it is highly dependent on 
the characteristics of the imaging system and the 
specific lighting in the field.

Depending on which color humans like, research on 
analyzing human psychology and identifying personality 
has been conducted for a very long time. What colors do 
humans like or hate colors has become one of the ways 
to grasp the personality or humanity of that human 
being. There are no uncolored objects, such as clothes or 
accessories around us, cars, interior decorations, outdoor 
decorations, and other miscellaneous goods. As a study 

of color, it may be possible to uncover the secrets of 
oneself that he has not recognized until now. Here, the 
relationship between each color and personality is 
summarized.

Ⅱ. The relationship between Color and 
Personality

(1) red
Intentional, active, extroverted, passionate, stimulating

(2) orange
Bright, lively, healthy, glamorous, light relationship

(3) yellow
Adventurer, optimist, seeking freedom, hating redemp-
tion, selfish

(4) green
The virtue of moderation, external/introverted, sociable, 
harmony and balance, hope

(5) blue
Introverted, prudent, maternal love, warmth, under-

1 ･ 2 ･ 1

Color and Personality
Gotovsuren Ichinkhorloo1 ･ Kwang-Seong Shin2 ･ Seong-Yoon Shin1

1Kunsan National University ･ 2Wonkwang University

E-mail : ichkog108@gmail.com / waver0920@wku.ac.kr / s3397220@kunsan.ac.kr
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ABSTRACT

Numerous colors always give meaningful instructions or signals to humans. In this paper, we examine in 
detail the colors that humans like and human personality. Humans see a certain color and the mood gets better 
or worse. Or it may brighten up the atmosphere or make it better. By recognizing or perceiving the sign of 
color, you can recognize the general meaning of color and use color effectively.

(Color), (Signal), (Human Personality), (Recognize)
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standing, rational

(6) purple
Intuitive, spiritual, mysterious, mystic and artistic

(7) brown
Pursuing a stable life, an emphasis on material 
abundance, and a steady life

(8) gray
Diligence, sincerity, system-oriented, strong collective, 
rational

(9) white
Coolness, schizophrenia, innocence, innocence, inno-
cence, universal innocence

(10) black
Strong pride, showing dignity and strength, self- 
centered

(11) gold
Wealth, generous humanity, noble ideals, popularity, 
reproof

Ⅳ. Experiments

For the experiment, a survey experiment was con-
ducted on 100 university students through the Internet. 
First, each of the 11 colors entered in the survey was 
given, and only 5 colors that I liked according to the 
questionnaire were selected and checked, and their 
personality was written in 5 or more. The contents of the 
questionnaire are shown in Figure 1.

1. Choose only 5 colors you like.

(1) red ()
(2) Orange ()
(3) Yellow ()
(4) Green ()
(5) Blue (blue) ()
(6) See ()
(7) Brown ()
(8) gray ()
(9) white ()
(10) Black ()
(10) Gold ()

2. Write at least 5 different personalities.
(

)

Fig. 1. Questionnaire Content

The results of the experiment were very different 
depending on the time and place, the weather and the 
weather, my mood, and other personal circumstances.

Ⅴ. Conclusion

In this paper, we investigated the signals and 
instructions sent by color and human personality. It can 
be seen that humans almost unconsciously react to 
colors and are affected by colors. We also found that 
these colors have a tremendous effect on humans.
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Ⅰ. Introduction

Road traffic refers to the number of vehicles passing 
through a certain point in a unit time (day, hour, 15 
minutes, 5 minutes, etc.). Traffic volume surveys are 
conducted to estimate future traffic volume, identify 
traffic fluctuation characteristics, and collect data 
necessary for road planning and management planning. 
Hourly traffic refers to the number of vehicles passing 
per hour, and is used in capacity analysis, traffic control 
method determination, and geometry design of streets 
and intersections [1].

Ⅱ. Driving Vehicle Surveu method

The driving vehicle survey method using CCTV must 
have a CCTV system capable of recording the measured 
vehicle, time, distance, and traffic volume. In a general 
driving vehicle survey method, equipment capable of 
recording the measured vehicle, time, distance, and 
traffic volume, etc., and the driver of the measuring 
vehicle and two traffic volume investigators are 
required. In addition, you must have a stopwatch, a 

traffic counter, and a survey form for the investigator to 
prepare. But this system solves everything as a camera 
record. In other words, one CCTV is usually attached to 
the vehicle to be measured, and two CCTVs are attached 
to the vehicle for investigation of the driving vehicle, so 
it measures the traffic volume in the opposite direction. 
That is, cars traveling in a direction opposite to a driving 
direction through CCTV are counted and stored.

In general, a correction procedure is given in 
consideration of the characteristics of the driver and five 
to seven runs per direction, and as a correction 
procedure, the number of vehicles overtaken by the 
measuring vehicle is subtracted from the number of 
vehicles overtaken by the measuring vehicle. The 
detailed explanation will be given by looking at Figure 
1. In Figure 1, Camera 1 measures and subtracts the 
number of vehicles overtaken by the measured vehicle 
and the number of vehicles overtaking the vehicle. 
Camera 2 determines the number of vehicles traveling in 
the opposite lane.

1 ･ 2 ･ 1

Traffic Volume using the Driving Vehicle Survey Method
Gotovsuren Ichinkhorloo1 ･ Kwang-Seong Shin2 ･ Seong-Yoon Shin1

1Kunsan National University ･ 2Wonkwang University

E-mail : ichkog108@gmail.com / waver0920@wku.ac.kr / s3397220@kunsan.ac.kr

.
. CCTV .

CCTV .

ABSTRACT

In this paper, we investigate travel time and delay time. In addition, traffic volume is measured using a 
driving vehicle survey method, which is one of the methods of measuring travel time. The driving vehicle 
survey method is measured using CCTV. Since this method uses CCTV, only the driver of the measuring 
vehicle is required.

(travel time), (delay time), (traffic volume), (driving vehicle survey method)
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Fig. 1 Measurement by CCTV

Ⅲ. Measuring Method

As shown in Figure 2, the measurement method starts 
from W and drives to E and records only the traffic 
volume C traveling in the opposite lane. When it arrives 
at E, the time Te is recorded, and the direction is 
changed. The traffic volume on the opposite side is not 
measured, and the traffic volume Ot overtaking the 
survey vehicle and the traffic volume Np are overtaken.

Fig. 2 Measuring Method

Take a picture. Record the time Tw required to return 
to the original position.

The traffic volume in the opposite direction (At) is as 
follows (1).

)(
)(60

TeTw
NpOtCAt Equation (1)

The average travel time (Pt) is shown in Equation (2).

t
t A

NpOtTwP )(60
Equation (2)

We have obtained the section d and the travel time Pt, 
and now calculate the spatial average velocity (Sa) as 
Equation 3.

t
a P

dS 60
Equation (3)

Next, calculate the traffic density (Dt) as in Equation 
(4).

a

t
T S

AD Equation (4)

The equations and values obtained in this way are 
input to the S/W program connected to the computer to 
store the data. This data is very useful for traffic 
surveys.

Ⅳ. Conclusion

In this paper, traffic volume was measured using a 
driving vehicle survey method using CCTV. In a place 
with continuous traffic flow characteristics, the distance 
between signals and the like is sufficiently wide, and at 
the end of the section, a U-turn is possible. In addition, 
the traffic volume of the opposite vehicle was measured 
at a place that could sufficiently be recognized by the 
camera.
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